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Aren’t they smart.. Already?

• Yes, to a certain extent.
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DNN-embedded mobile apps
§ Increased by almost 10x (2018 to 2021)[1,2]

§ Downloaded billions of times in one year
§ Include almost every high-popularity app
§ Up to 200+ DNNs in a single app[3]

[1] Mengwei Xu, et al. “A First Look at Deep Learning Apps on Smartphones”. In WWW 2019
[2] Mario Almeida, et al. “Smart at what cost? Characterising Mobile Deep Neural Networks in the wild”. In IMC 2021.
[3] Through offline communication with application developers.



Aren’t they smart.. Already?

• Yet, not even close to our expectation.
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“AI is a mirror, reflecting 
not only our intellect, but 
our values and fears."



A cool example of "smart device"
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• Comprehend 
physically

• Proactively sense, 
plan, and action

• Retrieval from 
Internet or 
Remote DB

• Predict the future 
(multimodal)

• Instruction 
following

• Fast response



The opportunity: LLM

• To bring mobile devices the “next-level” intelligence
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• Comprehend human 
language

• Zero-shot & in-context 
learning

• Multimodal alignment and 
input/output

• Reasoning & Planning
• Long context



• On-device LLMs handle language tasks in a way that is ..

ü cost-efficient (important, obviously)

ü more available (even w/o network)

ü faster (not always)

ü privacy-preserving (very important, LLMs can leverage almost every bits of local data)

• LLMs on devices does not obviate mega-scale LLMs on clouds!
- Creating music/poetry, solving math problems, etc.

On-device LLM is crucial
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[1] Jiajun Xu, et al. “On-Device Language Models: A Comprehensive Review”. In preprint’24.



On-device LLM is crucial

• We already have a mobile device that can function with high intelligence!

2025/4/18 Mengwei Xu @ BUPT 7

A mobile device that can comprehend, 
reason, and plan without a cloud!



So, what’s unique to mobile LLM?
(compared to traditional DNN-powered apps)
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Workload: fragmented tasks → a unified agent
OS: model-agnostic → LLM-native
Hardware: heterogeneous H/W → DSA-dominated



So, what’s unique to mobile LLM?
(compared to traditional DNN-powered apps)
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Workload: fragmented tasks → a unified agent
OS: model-agnostic → LLM-native
Hardware: heterogeneous H/W → DSA-dominated

The source of research/industrial opportunities



Call for full-stack design

•Our response: agent-model-runtime-OS co-design
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Agent

Model

Runtime

OS LLMaaS Context Management [LLMS, preprint’24] and QoS [ELMS, preprint’24] 

Acceleration through NPU [llm.npu, ASPLOS’25], SpecDecoding [LLMCad, TMC’24] ,
Sparsity [EdgeMoE, TMC’25], Early Exiting [Recall, preprint’24], etc

A training-from-scratch, fully-reproducible SLM family [PhoneLM, preprint’24], 
Any-to-any modality mobile foundation model [M4, MobiCom’24] , and 
Federated LLM techniques [FwdLLM, ATC’24][AdaFL, MobiCom’23] [FeS, MobiCom’23]

Device control and GUI agents testbed [LlamaTouch, UIST’24], datasets [DroidCall, 

preprint’24][SHORTCUTSBENCH, ICLR’25], and privacy enhancements[SILENCE, NeurIPS’24]



An e2e demo
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Agent

Model

Runtime



Call for full-stack design

•Our response: agent-model-runtime-OS co-design
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[1] “Small Language Models: Survey, Measurements, and Insights”, Zhenyan Lu, et al.
[2] “Personal LLM Agents: Insights and Survey about the Capability, Efficiency and Security”, Yuanchun Li, et al.
[3] “A Survey of Resource-efficient LLM and Multimodal Foundation Models”, Mengwei Xu, et al.
[4] “The CAP Principle for LLM Serving: A Survey of Long-Context Large Language Model Serving”, Pai Zeng, et al.



So, what’s unique to mobile LLM?
(compared to traditional DNN-powered apps)
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Workload: fragmented tasks → a unified agent
OS: model-agnostic → LLM-native
Hardware: heterogeneous H/W → DSA-dominated

How to build a capable, generalized, and personalized mobile agent?



Our vision of an agent
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• Comprehend 
physically

• Proactively sense, 
plan, and action

• Retrieval from 
Internet or 
Remote DB

• Predict the future 
(multimodal)

• Instruction 
following

• Fast response

Making electronic devices (smartphones, 
robots, cars, IoTs, satellites) more 
accessible to anyone (those with cognitive 
difficulties) at anytime (when driving)



General approaches: API (MCP) vs. GUI
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[1] Chaoyun Zhang, et al. "API Agents vs. GUI Agents: Divergence 
and Convergence." arXiv:2503.11069 (2025).



Task
Instruction

Interactive Testbed
(Smartphone, Android Emulator)

Pixel-based
Screenshot

<?xml version='1.0' 
encoding='UTF-8'>
<node index=0
class=FrameLayout>
<node index=0
class=TextView
text='21st Country   
Breakdown' />

<node index=1
class=TextView
text='Album 2009’ 

/>
</node>
<node index=1
class=FrameLayout>

</node>

Text-based
View Hierarchy

Set-of-Mark
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Working 
Memory
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GUI 
Represent
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Input Agentic Workflow Tool Using Test-time Scaling
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Multi-agent
Collaboration

Reflection and 
Backtracking

Cl
ick

Click

Backtrack

• AndroidWorld
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Data at 
https://huggingface.co/datasets/mllmTeam/MobileViews

Collecting mobile GUI datasets,
with good quality and quantity

[arxiv’24] MobileViews: A Large-Scale Mobile GUI Dataset



MobileView: largest (>1M) open mobile GUI dataset
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[1] Longxi Gao, et al. “MobileViews: A Large-Scale Mobile GUI Dataset”. In preprint’24.

• LLM-enhanced app traversal + SoC Clusters

Videos Food

Shopping …

App Metadata 
Crawler

App Name
Category

Pkg Name
App 

Metadata

App Interaction 
Coordinator

Android 
Instance

Android 
Instance

Android 
Instance

Mobile SoC Clusters

LLM-Enhanced 
App TraversalLLM

Actions & UI States

App Metadata

Human 
Intervention

UI States &
Human Operations

AndroScope Dataset

App Metadata Screenshots View Hierarchies UI Trajectory

Name: Spotify
Package name: 
com.spotify.music
Rating: 4.3
Category: Music & 
Audio

<node index=0
class=FrameLa
yout>
<node index=0
class=TextVie
w text='21st
Country 
Breakdown' />

<node index=0
class=FrameLa
yout>
<node index=0
class=TextVie
w text='21st
Country 
Breakdown' />

<node index=0
class=FrameLa
yout>
<node index=0
class=TextVie
w text='21st
Country 
Breakdown' />

<node index=0
class=FrameLa
yout>
<node index=0
class=TextVie
w text='21st
Country 
Breakdown' />

• Largest coverage
- >1M UIs
- >20K apps

• Bilingual apps
• Both UI and VH
• Action traces

• Handling log-in 
actions through LLM
• 2x 2U SoC clusters, 
120 Snapdragon 865 in 
total, further virtualized
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Code at https://github.com/LlamaTouch/LlamaTouch

Benchmarking mobile GUI agents,
properly and efficiently

[UIST’24] LlamaTouch: A Faithful and Scalable Testbed for 
Mobile UI Task Automation



LlamaTouch: mobile GUI testbed
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[1] Li Zhang, et al. “LlamaTouch: A Faithful and Scalable Testbed for Mobile UI Task Automation”. In UIST’24.

• Existing approaches: human/LLM eval.; step-wise action match
•Our approach: critical states matching

Task: Empty my shopping cart 
on BestBuy

Essen;al state: 
    - exact<27>
    - exact<13>

27

13
q Exact match on the URL: 

“bestbuy.com/cart”

q Exact match on the UI text 

“Your cart is empty”

q All others (actions, UI 

components) are omitted.

Two types of matching primitives: 
Exact match and fuzzy match

High 
eval. 
acc



GUI Agent: Status Quo
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[1] Chaoyun Zhang, et al. "Large Language Model-Brained GUI Agents:A Survey." arXiv:2411.18279 (2024).



GUI Agent: Status Quo
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[1] sources: https://autodroid-sys.github.io/

The reality: <60% accuracy, 
minutes-long for complex tasks.



A Third Path? Codegen is all you need
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[1] Mengwei Xu. "Every Software as an Agent: Blueprint and Case Study" arXiv:2502.04747 (2025).

Just-in-time code 
generation and

in-app execution



So, what’s unique to mobile LLM?
(compared to traditional DNN-powered apps)
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Workload: fragmented tasks → a unified agent
OS: model-agnostic → LLM-native
Hardware: heterogeneous H/W → DSA-dominated

How should OS better serve/manage device-wise LLM requests?



LLM as a system service

• LLM integrated into OS as a system service (LLMaaS)
‒Scales to infinite number of tasks
‒Hardware-design-friendly
‒OS gains full visibility into LLM requests

•Opening new research opportunities and challenges
‒ Efficiency: how to schedule, batch, and cache-reuse system-wise LLM requests? 

How to manage the LLM context states across apps?
‒ Security: how to protect app-owned LoRa? How to isolate cross-app requests?
‒ Usability: how to upgrade LLM? How to design LLMaaS interface?
‒ Etc..
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A pioneering case: Android

• Android introduced an LLM system service (a.k.a. AICore)
‒ Since end of 2024, but still in preview
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[1] Source: https://developer.android.com/ai/gemini-nano
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Code at https://github.com/UbiquitousLearning/MobileFM

Towards a capable and generalizable LLMaaS
[MobiCom’24] Mobile Foundation Model as Firmware



M4: a one-size-fits-all mobile MLLM
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[1] Jinliang Yuan, et al. “Mobile Foundation Model as Firmware”. In MobiCom’24.

• Can one model (as an OS service) solve all mobile AI tasks?

M4: Any-to-any modality MLLM Tested on 50 mobile AI tasks

M4 outperforms prior arts on most tasks
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Towards elastic LLMaaS
[arixv’24] ELMS: Elasticized Large Language Models 

On Mobile Devices



Serving LLM requests with different QoS
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[1] Wangsong Yin, et al. “ELMS: Elasticized Large Language Models On Mobile Devices”. In preprint’24.

• Key idea: a joint planning of token/model pruning

Different apps demand diversified QoS

A offline-
guided, joint 
planning of 

token 
pruning and 

weights 
pruning Significant improvement over static approaches



So, what’s unique to mobile LLM?
(compared to traditional DNN-powered apps)
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Workload: fragmented tasks → a unified agent
OS: model-agnostic → LLM-native
Hardware: heterogeneous H/W → DSA-dominated

How to serve LLM requests with low latency and energy efficiency?



On-device LLM needs LLM-processor

•On-device resource scarcity further exacerbated.
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[1] Zhenyan Lu, et al. “Small Language Models: Survey, Measurements, and Insights”. In preprint’24.

vs.

ResNet, YoLo, LSTM, etc
(<200M)

<100ms to process one image
<100MB memory footprint

Easy to quantize (integer-only)
Static shape and cost

Small Language Models (1B~5B)

>10sec to process one prompt on CPU
>1GB memory footprint

Difficult to quantize (FP required)
Dynamic shape and increased cost with longer prompt



On-device LLM needs NPU

•DSA (LLM-processor) is the answer to on-device LLM.
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• The gap between CPU/GPU and NPU 
increases over time
- Moore’s law still stands for NPU

• The gap of energy efficiency is even larger

[1] Jinliang Yuan. “Mobile Foundation Model as Firmware”. In MobiCom’24.
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Code at https://github.com/UbiquitousLearning/mllm

Filling the design gap between
legacy NPUs and modern LLM inference

[ASPLOS’25] Fast On-device LLM Inference with NPUs



llm.npu: accelerating LLM prefilling with NPU
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[1] Daliang Xu, et al. “Fast On-device LLM Inference with NPUs”. In ASPLOS’25.

• Legacy mobile NPU has poor support for
(1) Dynamic shape; (2) FP operations; (3) group-level quantization

• llm.npu proposes
‒Chunked prefill with partial sharing
‒Shadow outlier execution across CPU/NPU
‒Our-of-order scheduling among CPU/NPU



Highlighted results
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Prefill speed under different prompt lengths on different devices (datasets: Longbench-2wiki-Multi-doc QA)
Baselines: MLC-LLM (GPU), llama.cpp (CPU), MNN (CPU), PowerInfer-v2 (NPU), TFLite (GPU)

7.3×–18.4×faster than baselines on CPU, and 1.3×–43.6× on GPU with prompt length of 1024
Achieves >1000 tokens/second on Qwen1.5-1.8B (for the first time)

[1] Daliang Xu, et al. “Fast On-device LLM Inference with NPUs”. In ASPLOS’25.
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Code at https://github.com/UbiquitousLearning/FwdLLM

Filling the design gap between
legacy NPUs and modern LLM training

[USENIX ATC’24] FwdLLM: Efficient Federated Finetuning of Large 
Language Models with Perturbed Inferences



FwdLLM: BP-free LLM finetuning
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• Key idea: leveraging forward gradient for LLM finetuning

• Further optimizations:
‒var.-controlled perturbation pacing
‒discriminative perturbation sampling

• Highlighted results: federated Llama-7B finetuning on devices, with 
significant speedup and memory saving

Compared to BP approach:
• Legacy NPU-compatible
• More memory efficient

[1] Mengwei Xu, et al. “FwdLLM: Efficient Federated Finetuning of Large Language Models with Perturbed Inferences”. In ATC’24.

Forward gradient, an 
unbiased estimator 
of f 𝜃 !s gradient

A random, independent 
perturbation with same 
size as trainable weights 𝜃

The directional derivative of 𝑓 at point 𝜃 in 
direction v. Computing it takes only forward, 
no need for backpropagation
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Code at https://github.com/UbiquitousLearning/PhoneLM
Models at https://huggingface.co/mllmTeam/PhoneLM-1.5B

Filling the design gap between
legacy NPUs and modern LLM design

[arxiv’24] PhoneLM: an Efficient and Capable Small Language Model Family 
through Principled Pre-training



PhoneLM: efficient SLMs for devices
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• An argument: SLM shall adapt to the target device hardware
‒ Hardware-specific, ahead-of-pretraining hyperparameter search for runtime resource efficiency

[1] Rongjie Yi, et al. “PhoneLM: an Efficient and Capable Small Language Model Family through Principled Pre-training”. In preprint’24.

The SLM design (hyper-parameters) has more impacts 
on the runtime performance than the capability

SOTA tradeoff between 
capability and efficiency
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Looking into the future..

“Two paths to Intelligence” by Geoffrey Hinton

We shall probably look for hardware-
software co-evolution, e.g., mortal 
computation by Geoffrey Hinton



The Future: full-stack design!
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https://innogyan.in/2024/10/28/die-shot-of-snapdragon-8-elite-reveals-component-
space-allocation/



The Future: full-stack design!
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LLM 
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HBM Unit

A Tiny Kernel

A One-Size-Fits-All LLMPr
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Time to sacrifice flexibility for efficiency!
(we still have flexibility at agent workflow)

https://innogyan.in/2024/10/28/die-shot-of-snapdragon-8-elite-reveals-component-
space-allocation/

Agent Workflow
(large design space)



The Future: full-stack design!

•One LLM, Many Agents
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…

LLM Service Traditional
OS Modules

LLM Accelerator Hardware

Users
Voice/text
Instructions

Prompts/
LoRa

System 
Agent

App#1
Agent

App#2
Agent

App#3
Agent

Efficiency

Flexibility



Takeaways

•On-device LLM is reinventing the mobile devices
‒A total paradigm shift of mobile AI ecosystem

• It calls for full-stack LLM research
‒OS, runtime, model, and application (agent)
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